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The digital transformation

Cloud traffic will 20929
grow 3.3-fold ol

between 2016 oA

and 2021 18.9 /B ’
534 million a

cloud workloads -

About 94% of all workloads

will be cloud based by 202 1.
‘ Cloud workloads are growing

6.0 /B significantly (22 % compound

199 mill # annual growth rate [CAGR)),
mifiion while traditional data center

cloud workloads workloads are declining

(-9% CAGR).

Source: CISCO VNI report, 2017

~ AD\/A
Ve W mEm Wa W
Optical Networking

2 © 2018 ADVA Optical Networking. All rights reserved. Confidential.



ability of Optical Networks
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Software defined optics
Unprecedented network flexibility
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OSNR performance increasingly critical, flexible spectrum mandatory
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Versatile System Reach — from LH to Metro

g
e

4000 km

g

all
200G qpsk

1500 km

Long Haul: Maximum distance
300G 8-64QAM

Regional: maximum capacity per fiber
400G 16-64QAM

Metro: fiber capacity

Optimizing flexible reach vs capacity
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Elastic Channel Spacing — Flex Grid

t t 1

Transmission distance 100i km 100i km 100i km 200 km 200 km
Bitrate 400 Gbit/s 400 Gbit/s 100 Gbit/s 400 Gbit/s 100 Gbit/s

(a) Spectral arrangement for

optical signal based on ‘ - ‘

current ITU -T frequency grid : ) i >
QPSK ' 200 Gbit/s / QPSK L 16 QAM / 16 QAM

(b) Adaptive modulation
format introduced

(c) Elastic channel
spacing introduced

>

QPSK: quadrature phase key shifting

Source: Innovative Future Optical Transport Network Technologies - Toshio Moriokat, Masahiko Jinno, Hidehiko Takara,
Hirokazu Kubota
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Transport SDN Architecture

Cloud Orchestrator Application
Layer

* Diverse applications

* Planning, optimization, services,

Network Orchestrator etc.

Common APIs

* Common framework

* Multi-vendor NW SW
* Routing, Resiliency

Open Platform

— —— —— Interfaces
* Standard, programmatic
|_N.E_| |—I:E_| interfaces across layers
Domain 1 Domain 2 Domain 3 * Open/common device data
models
Infrastructure Layer
s ADVA
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SDN Cloud Architecture

Cloud Orchestration and Automation

Multi-domain / Multi-vendor Transport SDN
Control & Orchestration

DC Orchestration

---1 Cloud SDN Controller

Storage

Data Center

REST/NETCONF

\ Open APIs

Compute Network

IP Domain
Controller

Optical Network Programmability and Automation
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SDN use cases examples

SDN-Controlled Resource Sharing  Time _

-
B /

XXX mE

Improving resource utilization

Improving service availability

IP Offloading

N— "
—CmNetwork Slice )—

Virtual Network Slice
’
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SDN use cases examples

Bandwidth Calendaring

e Traffic in data centers “follows the sun”

e Scheduled backups requiring temporary
bandwidth

Workload Balancing

¢ Balancing in case of unexpected load

(e.g. on newsfeed servers with headline event)

¢ Distributed defense of DDOS attack
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Cloud Bursting

e Temporary “outsourcing” of local applications in
periods of high load (e.g. sale)

e Distribution of huge data (e.g. distribution of
high-quality 4K films to many cinemas)

Private
Data Centers

Secure Multi-Tenancy

* Provides tenants with power to re-connect their
assigned ports

e In-house automation (allows IP group to request
bandwidth on WDM network on demand)

il ¢

Tenant 1

Tenant

sADVA

© 2018 ADVA Optical Networking. All rights reserved. Confidential. e o™

Opt cal Networking



Innovation through disaggregation

API API API API API API
Disaggregated i : ! ! 5
i Transponders | Terminal i ILA i ROADM i Terminal i Transponders
Partially ; Transponders ; Open Line Svstem Transponders
Disaggregated ; P ’ P Y !
End to End System
Aggregated A
= m @ .}C " L
- I o
Transponders Terminal ILA ROADM Terminal Transponders

sADVA
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Optical Open Line System objectives

API API

* Financial benefits @ @

Open line system

« End-to-end wavelength management »

B —@ —s

Filter Amplifier ROADM

. . CloudConnect™ @

* Choice, no vendor lock-in terminal \
Third-party

terminal @‘

Packet ,

optical l

Wavelength /
spectrum

°* |nnovation

* |Interoperability and flexibility

e Software control and coordination
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What about your data streams?

When you transport information from A to B...

How valuable is your information to you?

What is the damage in reputation and cost to you
IF the information ends up in the wrong hands?

in Industry, Finance, Government, Health Care...

Easy insurance: Encrypt your data transmission!
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Data center environment & security

...and what about the fiber connection?

DWDM

SAN, HPC
: Transport [ — Transport .
\Storage /\f /", Switches
Y-Bridge for

service activities
Fiber coupling device

There are multiple ways to access fiber

15 © 2018 ADVA Optical Networking. All rights reserved. Confidential. Soti



High speed encryption modes

* Point-to-point Bulk mode (0 Bytes)

* Protocol and I/F agnostic (Ethernet, FC, IB, Sonet/SDH) jwlerlwoler]  payiosd o

MAC Header Chacksum

* Integrated solution with lowest latency o o o

ey pbed

MacSec +32 Bytes
12 e N ==

* Hop-by-h |
Hop y op On y MAC Header SecTaq Data Integrity Check Value Checksum
(18 bytes) (8-16 bytes) (16 - 1500 bytex) (8-16 bytes) (4 bytes)
* Ethernet only ——
authenticamd —

* Overhead creates latency and Cisco TrustSec +40 Bytes

throughput issues 5 [0 B [vo | oo | ravicos |GG

MAC Header MACSec Tag VLAN Tag Cisco Meta Data Data Integrity Check Value Chacksum
(14 hytes) (16 hytas) [ byles) (8 bytes) (16 - 1500 byras) (14 bytes) (1 bayles)

ancrypted
authcntcatcd

* Huge overhead Cisco Overlay Transport Virtualization (OTV) +82 Bytes

* IPVPN services EEEENEE BRI G ST [

o MAC Header  IP Header CTV Shim MAC Header MACSec Tag  Cisco Meta Data Data Integrity Check Value Checksum
[ ] CISCO N eXuS (14 bytes) {20 bytes) (30 bytes) (14 bytes) (16 bytes) (8 bytas) (16 1500 bytes) (16 bytes) 14 bytes)

encrypbed
authanticatend

s ADVA
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Encryption performance
Comparison of maximum throughput

100% & > & /:% i ;§
——
90% ///
. /
// / —4— ADVA Encryption
And why on Layer 1?

5

270% —B— |EEE MacSec

[o]0)]

o o * Protocol and data rate agnostic ——Cisco TrustSec
< 60%

= wf |PSec AES GCM2

* Lowest latency

D. 4 i (] orTv
0% * 100% throughput >

40% * Operational simplicity

30% T T |
64 128 256 512 1024 1280 1518 Framesize / Bytes
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Cloud and mobility are radically
transforming our connected world.

Virtualization and software are keys
to differentiated solutions, but
hardware will remain strategically important.

Brian Protiva, ADVA co-founder and CEO
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Thank you

ffucelli@advaoptical.com

IMPORTANT NOTICE C
The content of this presentation is strictly confidential. ADVA Optical Networking is the exclusive owner or licensee of the content, material, and information in this presentation. Any

reproduction, publication or reprint, in whole or in part, is strictly prohibited.

The information in this presentation may not be accurate, complete or up to date, and is provided without warranties or representations of any kind, either express or implied. ADVA

Optical Networking shall not be responsible for and disclaims any liability for any loss or damages, including without limitation, direct, indirect, incidental, consequential and special

damages, alleged to have been caused by or in connection with using and/or relying on the information contained in this presentation.

Copyright © for the entire content of this presentation: ADVA Optical Networking.




One minute online in 2017

>29 million
@ messages >350,000 tweets sent
processed
>243,000 photos >65,000

>210,000 ‘
uploaded photos snaps uploaded
uploaded
Goo Ie >120 new
-~ g accounts
>800,000

>3.8 million search requests
>25,000 posts
files uploaded —| F on tumblr
NETFL'X seconds '\
>87,000 hours of video
watched /\ = ’x

>16,550
video >2 million >156 million
views mi?"'tﬁs emails sent
) > of calls
@ Spotify: - YouTube

>400 hOU rs Of Video u ploaded Data based on: statista, Digital Economy Compass 2018

[}
>18,000 matches tlnder

sADVA

WE W& W
Optlcal Networking

20 © 2018 ADVA Optical Networking. All rights reserved. Confidential.



Delivering cloud-native connectivity

Capacity
CloudConnect™
DCI networking

Performance

Service assurance and
precise synchronization

Cloud * Empowered EfﬂC'enCy
Cdemsate’ .—O Edge™  Automation and programmability
for the self-driving network

@A Fiber
v@ Assurance Security
Syn c &Oagi,gTM ConnectGuard™ encryption
Jack™ of data in motion

Intelligence

Openness and elasticity
by SDN control

X

Micro

Connect” oEnsemble

A Division of ADVA Optical Networking
/-l Open

Fabric™

Scalability

Ensemble virtualization
and NFV hosting
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